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ABSTRACT
This paper describes the special features of New$®atures like storing of data, security, suppmiiig data etc. NewSql will

overcome all constraints present in SQL and NoS&3 it becomes ever more pervasively engaged in dian commerce, a
modern enterprise becomes increasingly dependemt ighiable and high speed transaction serviceshé\same time it aspires
to capitalize upon large inflows of information traw timely business insights and improve businessilts. These two
imperatives are frequently in conflict becausehaf widely divergent strategies that must be purstietineed to bolster on-line
transactional processing generally drives a busiresiards a small cluster of high-end servers mgpra mature, ACID

compliant, SQL relational database; while high tigloput analytics on massive and growing volumedatd favor the selection
of very large clusters running nontraditional (Nd$RewSql) databases that employ softer consistepmytocols for

performance and availability.
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1. INTRODUCTION created to operate large quantities of informatignnputting,

A database is an organized collection of data. Tae are storing, retrieving and managing that informati@atabases
typically organized to model relevant aspects afiitgin a  @ré sét up so that one set of software programeide® all
way that supports processes requiring this infoionatFor ~ USers with access to all the data.

example, modeling the availability of rooms in histe a way A "database management system" (DBMS) is a suite of

that supports finding a hotel with vacancies. Dasab computer software providing the interface betwesersiand a

management systems (DBMSs) are specially designeqjatabase or databases. Because they are so delsdéd, the

software applications that interact with the usether (€rm "database” when used casually often refersoih a
applications, and the database itself to captue amalyze DBMS and the data it manipulates. Outside the ward
data. A general-purpose DBMS is a software systesigded professional information technology, the term datab is
to allow the definition, creation, querying, updatend sometimes used casually to refer to any collectibrdata
administration of databases. Well-known DBMSs idelu (Pe€rhaps a spreadsheet, maybe even a card indeg)afficle
MySQL, MariaDB, PostgreSQL, SQLite, Microsoft SQL is concerned only with databases where the size usade
Server, Oracle, SAP HANA, dBASE, FoxPro, IBM DB2, 'equirements necessitate use of a database manageme
LibreOffice Base and FileMaker Pro. A database @ n SYStém. The interactions catered for by most exgsDBMSs
generally portable across different DBMSs, but afight @l into four main groups:

DBMSs can interoperate by using standards suchQisa®d Data definition — Defining new data structures dodatabase,
ODBC or JDBC to allow a single application to woskth removing data structures from the database, maujfithe
more than one database. Formally, "database" reethe  Structure of existing data.

data themselves and supporting data structuresbBses are Update — Inserting, modifying, and deleting data.
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Retrieval — Obtaining information either for endeugjueries
and reports or for processing by applications.
Administration — Registering and monitoring usensforcing
data security, monitoring performance, maintainidgta
integrity, dealing with concurrency control, andcaeering
information if the system fails.

A DBMS is responsible for maintaining the integrignd
security of stored data, and for recovering infaioraif the
system fails. Both a database and its DBMS conftorrthe
principles of a particular database model. "Databasstem”
refers collectively to the database model,
management system, and database.

Physically, database servers are dedicated conspiinr hold
the actual databases and run only the DBMS andetkla
software.

Database servers are usually multiprocessor comsyutgth

3.1

In  computer

Support to ACID Properties
ACID (Atomicity,
Isolation, and Durability) is a set of propertiégtt guarantee

science, Consistency,
that database transactions are processed rellakilye context
of databases, a single logical operation on tha thatalled a
transaction. For example, a transfer of funds frmme bank
account to another, even involving multiple changash as
debiting one account and crediting another, is @aglsi

transaction.

databasgtomicity: Atomicity (database systems)

Atomicity requires that each transaction is "allnmthing": if
one part of the transaction fails, the entire tagtion fails, and
the database state is left unchanged. An atomi@msysust
guarantee atomicity in each and every situatiocjuiting

power failures, errors, and crashes. To the outeiddd, a

generous memory and RAID disk arrays used for stablcommitted transaction appears (by its effects endéitabase)

storage. RAID is used for recovery of data if afiyh® disks
fail. Hardware database accelerators, connectedémr more
servers via a high-speed channel, are also udadg® volume
transaction processing environments. DBMSs aredairthe

heart of most database applications.

2. INTRODUCTION TO NEW SQL

NewSQL is a new database access language. It isr das
learn than SQL, elegant, consistent, and well eefirt is not
an extension or subset of SQL, and not an Objet@bdae
language. It is based on top of the cross databbsmy
LDBC.SQL is outdated, too complex and has many dlaw
Object databases are not the future. Existing eaatins and

databases are supported. Two types of convertdrbenbuilt:

to be indivisible ("atomic"), and an aborted trastgm does
not happen.

Consistency: Consistency (database systems)

The consistency property ensures that any tramsadtiill

bring the database from one valid state to anothey. data
written to the database must be valid accordinglitalefined
rules, including but not limited to constraints,scades,
triggers, and any combination thereof. This dogsgoarantee
correctness of the transaction in all ways the iagfbn

programmer might have wanted (that is the respditgilof

application-level code) but merely that any progmny

errors do not violate any defined rules.

Isolation: Isolation (database systems) the ismiafiroperty

ensures that the concurrent execution of transatiesults in

SQL > NewSQL and NewSQL > SQL. (SQL means all majo@ system state that would be obtained if transastiwvere

SQL dialects). That not only helps migration, g@hbllows to
run existing applications with different databasklere are
some first ideas. The functionality of the languagd be
standardized.
3. PAGESTYLE

In this section NewSql is compared with Traditiosgl and
NoSQL. This Comparison is based on the variousrmerars
and that parameters are discussed below and the supgce
databases are considered here like MySQL for Sahdd DB
for NoSQL and NuoDb, VoltDb for NewSql.

The parameters are listed below
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executed serially, i.e. one after the other. Priogidsolation is

the main goal of concurrency control. Depending on
concurrency control method, the effects of an inglete
transaction might not even be visible to anothemgaction.|
Durability: Durability (database systems)

Durability means that once a transaction has beemtted,

it will remain so, even in the event of power lossashes, or
errors. In a relational database, for instancegangroup of
SQL statements execute, the results need to beedstor

permanently (even if the database crashes immédiate
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thereafter). To defend against power loss, traiwma(or their
effects) must be recorded in a non-volatile memory.

The Traditional sqgl supports the ACID propertiedl the 4
property are supported by sgl. NoSQL does not stipthe
ACID properties. NoSQL supports BASE propertiest tisa
[Basic Availability Soft-state Eventual consistehblewSq|
supports the ACID properties.

3.2. Storage

In SQL data is stored in RDBMS. In NOSQL data @etl in
graphs and trees and NewSql gives both the advemtdly
SQL goes in one machine where as In NoSQL data
distributed and NEWSQL gives advantages of both.

High End, Stevess

Fig-1: Comparison of storage in NoSQL and NewSQL

3.3. CAP Theorem

Brewer's 2000 talk was based on his theoreticalkwairUC

Berkley and observations from running Inktomi, tbbu
Brewer and others were talking about trade-off sleols that
need to be made in highly scalable systems yedosebthat

(e.g. "Cluster-Based Scalable Network ServicesinfrSOSP
in 1997 and "Harvest, yield, and scalable tolesystems” in
1999) so the contents of the presentation weravit and, like
many of these ideas, they were the work of manyrisp@ople
(as | am sure Brewer himself would be quick to pout).The
three requirements are: Consistency, Availabilitgd #artition

Tolerance, giving Brewer's Theorem its other nameAP.
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Consistency: A service that is consistent operhitég or not
at all. Gilbert and Lynch use the word “atomic” tieed of
consistent in their proof, which makes more sessértically
because, strictly speaking, consistent is the CAGID as
applied to the ideal properties of database trdimsec and
means that data will never be persisted that breakain pre-
set constraints. But if you consider it a presetst@int of
distributed systems that multiple values for theeagiece of
data are not allowed then | think the leak in thsteaction is
plugged (plus, if Brewer had used the word atorntigyould
be called the AAP theorem and we’d all be in h@ptvery
jgme we tried to pronounce it.

Availability: Availability means just that - the isdce is
available (to operate fully or not as above). Wien buy the
book you want to get a response, not some browsssage
about the web site being uncommunicative. Gilberty8ch
in their proof of CAP Theorem make the good poimatt
availability most often deserts you when you netethast -
sites tend to go down at busy periods precisehabse they
are busy. A service that's available but not beingessed is of
no benefit to anyone.

Partition Tolerance: If your application and dasdauns on
one box then (ignoring scale issues and assumiygal code
is perfect) your server acts as a kind of atomigcessor in
that it either works or doesn't (i.e. if it has shad it's not
available, but it won't cause data inconsistentlyes).

The Significance of the Theorem CAP Theorem coroddd
as an application scales. At low transactional s, small
latencies to allow databases to get consistenhbamticeable
effect on either overall performance or the usqueeience.
Any load distribution you do undertake, therefdeelikely to
be for systems management reasons. But as adticityases,
these pinch-points in throughput will begin limitogvth and
create errors. It's one thing having to wait fowab page to
come back with a response and another experietmgetther
to enter your credit card details to be met withT'TH? 500
java.lang.schrodinger.purchasingerror” and wonddrether
you've just paid for something you won't get, natigh at all,
or maybe the error is immaterial to this transactigVho
knows? You are unlikely to continue, more likely $bop
elsewhere, and very likely to phone your bank. database

crowd, unsurprisingly, like database technology aiiltitend
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to address scale by talking of things like optimidbcking
and sharding), keeping the database at the hetiringfs.
NoSQL: In recent years NoSQL databases have jedtifi

providing eventual or other weak read/write comsisy as an

TPS

1,000,000

Consistent data

NewSQL NewSQL

Not consistent data

NoSaL

inevitable consequence of Brewer's CAP Theorens Tdlies
on the simplistic interpretation that because itisted
systems can't avoid Partitions, they have to give
Consistency in order to offer Availability. Thisasoning if
flawed -
Consistency and Availability during the (majoritf/the time)
when there is no Partition, and good distributesteaps strive
to maximize both C and A while accounting for P.uYao not
have to give up consistency as a whole just to geatability

and availability.

NewSQL: NewSQL actually cracks the CAP theorem in,

NewSQL all 3 things are satisfied but problem dietey
occurs sometimes that is problem of processingdspee

Of equations as if they appeared directly in the. te

3.4 Performance:
The following diagram shows the performance of the
NewSQL.
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Fig-2: Performance of NewSQL

3.5 Consistency of Data:

The Following diagram shows the consistency ofdae. For
the traditional SQL smaller data range the perforceds quite
good but when data size increases at that timelgmobrises
same case with the NOSQL but NewSQL is better thath

the SQL. Performance of NewSQL quite good the fuaihgy

diagram shows that quite well if data is in GB Titiatal sql

is perfect and For tera bytes of data which is neeéd
NewSQL is perfect but in penta bytes of data caescy of

NoSQL decreases the performance of system.
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CAP does allow systems to maintain both

Fig-3: Data Consistency in NewSQL

3.6 Security:

Database security concerns the use of a broad raffge
information security controls to protect databagestentially
including the data, the database applications aredt
functions, the database systems, the databaserseme the
associated network links) against compromises ddir th
confidentiality, integrity and availability. It irolves various
types or categories of controls, such as technical,
procedural/administrative and physical. Databaserrdy is a
specialist topic within the broader realms of cotepsecurity,
information security and risk management.

Traditionally databases have been largely securgainst
hackers through network security measures suclresafls,

and network-based intrusion detection systems. &\ftetwork
security controls remain valuable in this regamlusing the
database systems themselves, and the programssfuseind
data within them, has arguably become more critiaal
networks are increasingly opened to wider accegsaiticular
access from the Internet. Furthermore, system, rpmg
function and data access controls, along with tepaated
user identification, authentication and rights ngemaent
functions, have always been important to limit andsome
cases log the activities of authorized users amdirggtrators.
NOSQL doesn't support ACID supports and security
constraint is there. Problem of authenticationharization
and confidentiality. But all above drawbacks areered In
NEWSQL that is

confidentiality are better in NEWSQL.

authentication, authorization and

3.7 In Memory Database
An in-memory database (IMDB; also main memory dasab

system or MMDB or memory resident database) istabdese
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management system that primarily relies on main orgrfor ~ gathered by ubiquitous information-sensing mobitvices,

computer data storage. It is contrasted with da&ba aerial sensory technologies (remote sensing), soéwogs,
management systems that employ a disk storage misoha cameras, microphones, radio-frequency identificatieaders,

Main memory databases are faster than disk-optomizeand wireless sensor networks. The world's techncdbgper-

databases since the internal optimization algosthare
simpler and execute fewer CPU instructions. Accesdata in
memory eliminates seek time when querying the datdch
provides faster and more predictable performanea whsk.
In applications where response time is criticalchsuas
telecommunications network equipment and
advertising networks, main memory databases asn afsed.
IMDBs have gained a lot of traction, especiallytie data
analytics space, starting mid-2000s mainly due heaper
RAM. With the introduction of NVDIMM technology, in
memory databases will now be able to run at fulespband
maintain data in the event of power failure.

Traditional Sql doesn't support this special featthat is in

capita capacity to store information has roughlylded every
40 months since the 1980s; as of 2012, every d&y 2.
Exabyte’s (2.5x1018) of data were created. Thelehgé for
large enterprises is determining who should own théga

initiatives that straddle the entire organization.

mobileBig data is difficult to work with using most rei@mnal

database management systems and desktop statstits
visualization packages, requiring instead "masgiymrallel
software running on tens, hundreds, or even thalssaf
servers". What is considered "big data" varies ddjpg on
the capabilities of the organization managing teg and on
the capabilities of the applications that are tiadally used to

process and analyze the data set in its domain: $Bme

memory databases. NOSQL and NEWSQL both suppdss thorganizations, facing hundreds of gigabytes of @atshe first

special feature.

3.8 Big Data

Big data is the term for a collection of data ssisarge and
complex that it becomes difficult to process usomhand
database management tools or traditional data gsoug
applications. The challenges include capture, éhmastorage,
search, sharing, transfer, analysis and visuatizaflhe trend
to larger data sets is due to the additional infdiom

derivable from analysis of a single large set tdtesl data, as
compared to separate smaller sets with the sarakatount
of data, allowing correlations to be found to "spaoisiness
trends, determine quality of research, preventadiss, link
rioad-t
A visualization credt by IBM

legal citations, combat crime, and determine
roadway traffic conditions.”.
of Wikipedia edits. At multiple terabytes in sizbe text and
images of Wikipedia are a classic example of big.da

As of 2012, limits on the size of data sets that faasible to
process in a reasonable amount of time were orotttier of
Exabyte’s of data. Scientists regularly encountenitations
due to large data sets in many areas, includinganetogy,
genomics, connectomics, complex physics simulatiarsd
biological and environmental research. The limitasi also
affect Internet search, finance and business irdtios. Data

sets grow in size in part because they are inarghsbeing
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time may trigger a need to reconsider data manageme
options. For others, it may take tens or hundrdderabytes
before data size becomes a significant consideratio

SQL don't support this big data but NOSQL and NEWSQ
both supports big data.

3.9.0LTP

Online transaction processing, or OLTP, is a clags
information systems that facilitate and manage saation-
oriented applications, typically for data entry aretrieval
transaction processing. The term is somewhat arobigu
some understand a "transaction" in the contexbafputer or
database transactions, while others (such as thasaction
Processing Performance Council) define it in teofisusiness
or commercial transactions. OLTP has also been tseefer

to processing in which the system responds immelgiab
user requests. An automated teller machine (ATMafbank

is an example of a commercial transaction procgssin
application.

Online transaction processing increasingly requrgsport for
transactions that span a network and may includee rtian
one company. For this reason, new online transactio
processing software uses client or server proogssind
brokering software that allows transactions to oandifferent

computer platforms in a network. In large applicas,
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efficient OLTP may depend on sophisticated trarmsact
management software (such as CICS) and/or
optimization tactics to facilitate the processing large
numbers of concurrent updates to an OLTP-orienédabdse.
For even more demanding decentralized databasensyst
OLTP brokering programs can distribute
processing among multiple computers on a netwotkl ®Dis
often integrated into service-oriented architect{B®A) and
Web services. Online Transaction Processing (Oliilves
gathering input information, processing the infotioa and
updating existing information to reflect the gatebrand
processed information. As of today, most organizetiuse a
database management system to support OLTP. OLTP
carried in a client server system SQL is to slow@h. TP and
does not scale according to the requirement. NOS®@blem
is lack of consistency and low-level interface NEWSQL
comes good here. NewSQL is fast, scalable and stensiand

supports SQL.

OldSOL | NosQL | NewsSal
Relational Yes No Yes
SQaL Yes No Yes
ACID transactions Yes Mo Yes
Horizontal scalability Mo Yes Yes
Performance / big volume Neo Yes Yes
Schema-less Mo Yes Mo

Table-1: Summary

4. APPLICATION: GOOGLE SPANNER
Spanner is a scalable, globally-distributed datalbessigned,
built, and deployed at Google. At the highest. lewé
abstraction, it is a database that shards datssacnany sets
of Paxos state machines in datacenters spreadvetl the
world. Replication is used for global availabilaynd
geographic locality; clients automatically failovéetween
replicas. Spanner automatically reshards data senaghines
as the amount of data or the number of serversgasarand it
automatically migrates data across machines (ewv@pss
datacenters) to balance load and in response tordsi
Spanner is designed to scale up to millions of nmeshacross
hundreds of datacenters and trillions of databages.r
Applications can use Spanner for high availabilityen in the
face of wide-area natural disasters, by replicatimgr data
within or even across continents. Our initial casto was F1,
a rewrite of Google’s advertising backend. F1 u$ee

replicas spread across the United States.
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applications will probably replicate their data @3 3 to 5

databadatacenters in one geographic region, but with tively

independent failure modes. That is, most applioatiovill
choose lower latency over higher availability, asg as they

can survive 1 or 2 datacenter failures.

transactionSpanner’s main focus is managing cross-datacermplidated

data, but we have also spent a great deal of tinteesigning
and implementing important database features onofopur
distributed-systems infrastructure. Even though yramjects
happily use bitable, we have also consistently ivece
complaints from users that bitable can be diffidoltuse for
some kinds of applications: Those that have compmealving
sshemas, or those that want strong consistendyeiptesence
of wide-area replication. (Similar claims have beeade by
other authors) Many applications at Google havesehdo use
Megastore because of its semi relational.

Data model and support for synchronous replication,
Despite its relatively poor write throughput. As@sequence,
Spanner has evolved from a bitable-like versioneg-\kalue
store into a temporal multi-version database. Dattored in
schematized semi-relational tables; data is veesipand each
version is automatically time stamped with its caimtime;
old versions of data are subject to configurablebage-
collection policies; and applications can read dataold
timestamps. Spanner supports general-purpose ttanss
and provides a SQL-based query language. Googlengpas
based on NEWSQL.

5. CONCLUSIONS
The NewSql is next big thing in the field of databs.
As day by day changing world we need both conveatias

well as new way of storing the data that is theatiehal

databases and NoSQL we need advantages of both the

technologies that can be achieved through the Ndw&€m
the above comparisons we can see that there isficign
amount of difference in all the 3 technologies anewSql

provides better way of storing and maintainingdaéa.
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